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1 Introduction

The research paper followed for the analysis is ”Analog VLSI implementation of Support Vector Machine
Learning and Classification” from the publication ”2008 IEEE International Symposium on Circuits and
Systems”. The paper proposes an analog VLSI approach to implementing projection neural networks adapted for
support vector machine with radial-basis function (RBF) kernel.

2 Literature Review

In machine learning, support-vector machines (SVMs, also support-vector networks) are supervised learning models
with associated learning algorithms that analyze data used for classification and regression analysis.

2.1 The mathematical problem

Constrained Quadratic Programming for SVC (Support Vector Classifier) is defined as following:

Given the training set {(xi, yi), i = 1, ...., N} drawn iid (independent and identically distributed) from a distri-
bution P (X,Y ), where xi ∈ X ⊆ Rn, input pattern for output yi ∈ Y ⊆ {+1,−1}

The objective of SVC learning is to obtain optimal classifier to approximate P .

For non-linear classification, X is mapped to a higher dimension space Z ⊆ Rm by γ : X → Z with m ≥ n

This problem is formulated into a dual problem:
Dual CQP,

min
α

[
1

2
αTQα− eTα]

subject to,
0 ≤ α ≤ C
αT y = 0

where, α is multiplier vector, each element of Q is qij = yiyjk(xi, xj), k(xi, xj) being the kernel function and
e = [1, 1, ....., 1]T

The classifier thus becomes,

hα,b(x) = sign[

N∑
i=1

αiyik(x, xi) + b]

the problem is thus basically solving for the optimal value of α∗ and b∗

The constrained quadratic problem formulated above can be solved using a set of ordinary differential equations
(ODE’s):

dα

dt
= λ{PΩ0

(α−Qα− by + e)− α}

db

dt
= λ(yTα)

here, Ω0 is called the projection operator given by,

Ω0 = {u = (αT , b)T |0 ≤ α ≤ C, b ∈ R}
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3 Motivation/Backdrop of the study

Support Vector Machine (SVM) is a considered to be one of the most powerful machine learning algorithm for
classification, generalizing well even in sparse, high dimension settings. However, due to its constrained quadratic
programming (CQP) problem it is usually very time consuming to implement. Using analog VLSI circuits to imple-
ment neural network solving SVM CQP can be a good solution because:

1. Computation can be carried out in a distributed and parallel fashion.

2. Efficient use of non-linearity of the silicon devices.

3. Can be integrated with sensor interface circuits, resulting in highly efficient smart sensor system without
employing any power hungry Analog-to-Digital Convertor (ADC).

4 Objective

The objective was to recreate the circuits, provide inputs and analyze the classification performance as performed
in the research paper. Further we aim to analyze the performance, perform TT corner analysis and finally perform
process corner analysis for each block. However, since floating-gate CMOS cannot be implemented on virtuoso we
focus on the analysis of the project block, since the simulation data for the other blocks could not be generated
(without the floating-bump circuit).

5 Related Circuit and Design Methodology

5.1 Realization in VLSI

Each of the components of the above ODE’s are realized using different circuits:

dα

dt
= λ{PΩ0

(α−
KernelBlock︷︸︸︷

Qα −
CurrentDecisionControl(CDC)Block︷︸︸︷

by +e)− α}

db

dt
= λ(

CurrentDecisionControl(CDC)Block︷︸︸︷
yTα )

ProjectBlock︷ ︸︸ ︷
Ω0 = {u = (αT , b)T |0 ≤ α ≤ C, b ∈ R}

The state variables, αi and b are set to be the current signals Iαi
and Ib. y

′
is are digital signals. Iαi

is fed to the
tail current of the first stage bump circuit and then a digital XNOR is used to decide the polarity of the resulting
current. The components of +ve and −ve currents can be easily summed by KCL. The resulting output current can
be obtained by subtracting the −ve current from the +ve current using a current mirror.

Radian-Basis Function (RBF) is chosen as the kernel function, k(xi, xj) and is realized by the output current of
the floating-gate bump circuit. The height of the transfer curve is controlled by the tail current Ih. The width of the
bump-shaped transfer curve is adjusted by programming the common mode-charge on the floating-gate transistor
M21 and M22.
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A multivariate gaussian function (a 3D bump) can be implemented by cascading the proposed bump circuits:

The circuit to estimate Qα is named the Kernel Block , which has inclusion of a Current Decision Control
(CDC) block at the output of a floating-gate bump circuit.

The Project Block is a current mirror based circuit used to implement PΩ0 :if Iin < Ic, then Iout = Iin if Iin > Ic,
then Iout = Ic, i.e. the output current would be clamped at Ic. This is because the node Vx will be pulled to ground,
thus Ic being clamped at the output side.
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Virtuoso implementation of the project block

To complete the computations of the dual CQP problem a translinear Low-Pass-Filter (LPF) Block and a
translinear Integrator Block with MOS transistors operating in the sub-threshold region are used:
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Virtuoso implementation of the LPF block

Virtuoso implementation of the Integrator block

Since b is bipolar (can be = ve or −ve), a current offset is added to keep the output current in the Intergrator Block
+ve. This offset is then subtracted before the project block.
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For the SVC learning process all the components are bought together as in the circuit given below:

The learning process involves the computation of the values of optimal α and b.

The circuit to implement the svc classifier is same as the kernel block minus the XNOR circuit.
The sign of the output classifier current of output node tells the classification result:

6 Parameters Chosen

We used the ’gpdk180’ library, which we used in our class labs for all of the transistors. The transistors were given
variable parameters for sizes (i.e. Ln, Lp, Wn, Wp). We performed parametric analysis for various transistor sizes
and decided to go with Wp/Wn = 2u and Ln/Lp = 180n for all transistors since we didn’t have any ratioed circuits.

7 Type of Analysis

Most blocks required involved inputs to be given to properly test their functioning. We decided to execute analyses
on the blocks which were pertinent to observe.
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7.1 Project Block

We began with the analysis of the ’Project’ Block. The block operation works on multiple current mirrors. The
block simply compares the current Iin with the IC current. The output current Iout is equal to Iin if Iin < IC and
is equal to IC for Iin > IC .

This is shown in the graph above. We chose an input current Iin = 2µA The output current Iout follows the
input till the 2µA mark, and then saturates to that value.

7.2 Result at Process Corner

Since this is an analog circuit, we couldn’t find delay for the circuit. However, we did calculate process corners
for the instantaneous power. We found that the highest power is given by the FF corner, and the lowest power is
given by the SS process corner.
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